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ABSTRACT 

Children in elementary school are not only taught to read, but 
to understand what they are reading. To assess and improve 
their ability to understand concepts, students are often 
required to write short summaries of articles. Due to their 
nature, these documents often include misspelled words, 
missing punctuation, and erroneous grammatical structure. 
Evaluating these summaries is a laborious task that not only 
demands a significant amount of time from professors, but also 
limits the speed in which students can receive feedback. This 
paper presents a method for evaluating short summaries 
written by elementary school students. Our experiments show 
that incorporating semantic similarity/relatedness measures 
between words benefits the tasks of attribute selection and 
attribute weighting. We also show that preprocessing steps, 
such as the correction of misspelled words, are beneficial for 
the evaluation of short summaries. Our automatic grader has a 
mean absolute error of 0.98 when compared to a human 
grader on a 9-point grading scale. This agreement is 
comparable to the average agreement between two human 
graders. 
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1. INTRODUCTION

Students in elementary school are given many assignments to 
assess and improve their understanding of different pieces of 
text. In particular, young students are taught to identify the main 
idea of different articles along with the structure that authors use 
to convey ideas. For instance, students are often required to 
identify if the writer of an article is comparing two or more 
objects, or if the writer is presenting a problem and its solution. 
To evaluate their understanding, students are usually required to 
read an article on a computer and write a recall. In such recall, 
students are expected to state the main idea of the article along 
with supportive sentences that describe the structure that the 
author is using. Even though this process is done using a 
computer, professors are still required to read these summaries 
and grade them manually. This is a time-consuming task and 
makes it impossible to provide students with immediate 
feedback. 

The automatic assessment of summaries has been studied by 
the text summarization community for several years. The 
objective is to evaluate summaries that are generated by 
automated tools. The methods employed usually compare 
fragments of the summary being evaluated against reference 
summaries produced by humans [4]. However, summaries 
written by elementary school students are different from those 
generated by automated tools. They are a couple of sentences 
long, have a significant number of misspelled words, and require 
a fast assessment to provide students with timely feedback. In 
this article, we present a method for evaluating this special type 
of summaries using text categorization and variable estimation 
techniques. 

2. RELATED WORK

There has been much work in the field of automatic text 
summarization. A key task that researchers in this area have been 
studying for several years is the evaluation of automatically 
generated summaries. Lin and Hovy [11] addressed this problem 
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by introducing an evaluation mechanism for this type of 
summaries. Their idea is based on a scoring system used for the 
evaluation of machine translation systems called BLEU. This 
scoring mechanism measures how close automatically generated 
translations are to translations made by humans. To do so, they 
use the frequencies of n-grams that are common in both machine- 
generated translations and reference translations. Thus, BLEU is 
a measure of how well an automated translation overlaps with 
reference translations using co-occurrences of n-grams to make 
the comparison. Lin and Hovy propose to use this idea to 
evaluate machine-generated summaries. They found that using 
only unigrams instead of n-grams produced better results for their 
task. They claim that this is caused by the fact that n-grams tend 
to score for grammatical structure rather than content. Their 
results show that using co-occurrence statistics with unigrams 
produces assessments that are highly correlated with human 
assessments [11]. 

A limitation with the n-gram approach is that summaries 
with different content can be considered equally good. This is 
mainly due to the fact that people express similar ideas using 
different words. Harnly et al. [9] propose to use what is called the 
automated pyramid method to address this limitation. Their 
method addresses some characteristics associated with 
abstractive summaries. These are that summaries with the same 
quality not only have an overlap in content, but also have a 
unique contribution, and that wording to express the same 
content can unpredictably vary. The automated pyramid method 
requires having multiple reference summaries available. These 
summaries are used to identify text fragments, called 
contributors, that are believed to express the same meaning. 
These fragments are weighted based on their frequencies in the 
text objects. These contributors are used to create what is called a 
pyramid. When an unseen summary is evaluated, its text is 
compared with the pyramid of contributors to see if there are any 
candidate contributors in the unseen summary that express the 
same meaning as the contributors in the pyramid. These 
candidate contributors are weighted using their frequencies. 
Finally, the score of the summary is the ratio between the sum of 
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the weights of its candidate contributors and the sum of weights 
of an ideal summary. They define an ideal summary as a 
summary that uses the candidates from the pyramid with the 
highest weights and has the same size as the summary being 
graded. They compared their automated version of the pyramid 
method with its non-automated counterpart. They used Pearson 
and Spearman correlations as comparison metrics. Their results 
produced the values 0.942 and 0.943 for these correlation 
measures respectively [9]. This shows that the results given by 
this approach are very similar to the ones produced by human 
graders. 

ROUGE (Recall-Oriented Understudy for Gisting 
Evaluation) is another evaluation tool that uses human 
summaries to measure the quality of unseen summaries [10]. 
This mechanism is based on n-gram co-occurrence statistics and 
the extraction and weighting of what they call the longest 
common subsequence. ROUGE has also shown to provide grades 
that are highly correlated with human-assigned grades. 

Even though the above-mentioned methods have shown to be 
accurate when compared to human graders, they are limited by 
the availability of reference summaries. Louis and Nenkova [12] 
propose an automated evaluation method that does not use these 
human models. They propose to evaluate summaries by directly 
measuring how close they are to the original text. Even though 
they introduce different mechanisms to perform this comparison, 
their results show that using Jensen Shannon divergence alone as 
a measure of similarity between the original text and the 
summary leads to a 0.9 correlation with human rankings for 
pyramid scores. This shows that automatic essay evaluation 
without the use of human models is at the very least promising. 

3. EXPERIMENTAL DATA

A data set consisting of 7870 summaries written by elementary 
school students was provided by Penn State University. The 
article used for the summarization process had a length of 98 
words. Each of the summaries was manually graded by a 
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specialist in a 9-point scale. The distribution of grades in the data 
set is presented in Table 1. 

4. APPROACH

Our approach can be seen as a three-step process. We first 
preprocess the text and extract features and their values from the 
summaries and the original article. In the second step, we use a 
subset of the obtained features to create three binary classifiers 
that learn to separate summaries at different points in the grading 
scale. To train each of these classifiers, we used a threshold t to 
partition the set of summaries into two: those that had a grade 
smaller than the threshold, and the rest. We found that the 
following thresholds provided the best results: 2.5, 4.5, and 7.5. 
In addition to the binary classifiers, we train another classifier 
that computes the grade of summaries given the distribution of 
part-of-speech tags used in the text. As a last step, we use the 
outputs of these classifiers along with other text-
complexity/high-level features to train final classifier. Figure 1 
shows the configuration of the different classifiers and the 
extracted features. 

Table 1. Distribution of grades 
Grade Num. Instances Percentage
1  190  2.41% 
2  3832  48.69% 
3  111  1.41% 
4  388  4.93% 
5  99  1.26% 
6  1838  23.35% 
7  412  5.24% 
8  648  8.23% 
9  352  4.48% 
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Figure 1. Summary grading overall process 

4.1. Data preprocessing 
Our dataset is composed of summaries that have a significant 
amount of misspelled words. We found that running a spell 
checker before extracting features from the text objects produced 
better results. We used the Jazzy library to Automated Evaluation 
of Short Summaries 5 programmatically replace all misspelled 
words in the summaries with correctly spelled ones. When a 
misspelled word was identified, a list of correctly spelled words 
was generated by the library. We replaced the misspelled word 
with the first suggestion, unless one of the other suggested words 
was a word used in the original article. In such case, we used the 
word found in the article to replace the misspelled word. 

Additionally, we used Stanford’s coreference resolution 
system to find all expressions that refer to the same entity in each 
summary and the original article. We replaced all mentions to an 
entity with the text that was first used when the entity was 
introduced in the text. For example, consider the following text 
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extract: John loves to go mountain biking. He enjoys being 
outdoors. The resulting text after out preprocessing stage would 
be the following: John loves to go mountain biking. John enjoys 
being outdoors. 

4.2. Binary classifiers 
We trained three classifiers that learned to segment the dataset 
into two. The first classifier learned to identify the summaries 
that had a grade greater than or equal to 2.5 from the rest. 
Similarly, the other two classifiers learned to partition the dataset 
dataset into two with 4.5 and 7.5 as the separating grades. We 
tested different learning algorithms to train these binary 
classifiers. We found that Multinomial Naive Bayes (MNB) and 
Support Vector Machines (SVM) were the ones that produced the 
best results. 

For this binary classification task, we formed a bag of words 
to describe the elements in the dataset. We tried two approaches 
for selecting the words that would form the bag. In the first 
approach, we used all of the non-stop words in the original article 
that the students summarized. Notice that the bag was not formed 
using the set of words that the students used in their summaries. 
We found that using the words from the original article to form 
the bag produced better results. In the second approach, we 
extended the number of features by also incorporating all the 
bigrams that could be formed using all of the words in the 
original article. We used the TF-IDF measure to weight the 
attributes in the experiments where the SVM classifier was used 
as the binary discriminator. For the MNB classifier, we used the 
frequencies of the words as weights since the algorithm is 
designed to work with such frequencies. 

We noticed that some summaries referred to the same 
concepts that the original article covered. However, the words 
that the students used to describe these concepts were not the 
same as the ones used by the author of the original article. As a 
result, we incorporated semantic and relatedness measures to 
influence how the frequencies of the words in the bag for a given 
summary are computed. The following pseudo-code describes 
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how the frequencies of the words in the bag are computed for a 
given summary d. 

Algorithm 1: Formation of set T 

To determine the similarity between two words, we used the 
adapted Lesk measure found in theWordNet: Similarity library. 
Lesk [1] proposed that the similarity of two words is proportional 
to the extent of the overlaps of their dictionary definitions. 
Banerjee and Pedersen [7] improved on this work by 
incorporating WordNet as the dictionary used for the word 
definitions. This similarity notion was improved once more by 
incorporating the network of relationships between concepts in 
WordNet. The implementation of this adapted Lesk measure is 
found in the WordNet::Similarity library. 

4.3. POS classifier 
We incorporated a classifier to estimate the grade of a summary 
given the distribution of the part-of-speech tags that it uses. To 
do this, we used Stanford's NLP library to extract all part-of-
speech tags from summaries. We counted the frequencies of each 
possible tag for each summary. We normalized the information 
and used the distributions as vector representations of the 
summaries. The classifier that gave the best results for this task 
was a feed-forward neural network. The number of epochs used 
was 4000. The learning rate was set to 0.1 and the momentum 
was given a value of 0.5. The number of hidden layers was 3. 
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4.4. Text-complexity/high-level features 
The following features were used in combination with the binary 
and POS classifiers to characterize each summary in the dataset. 

– Number of words in the summary
– Number of sentences
– Number of misspelled words
– Average word length
– Euclidean distance between the original article and the

summary using the bag of words weights as descriptors
– Percentage of words in the original article that appear in the

summary
– Number of words longer than 5 characters
– Number of words longer than 6 characters
– Number of words longer than 7 characters

The output of the binary and POS classifiers along with the 
above-mentioned features were given as input to a final 
classifier. We tried two types of classifiers for this last step: A 
feedforward neural network and k-nearest neighbors. The 
number epochs used for the neural network was 4000. The 
learning rate was set 0.1 and the momentum was given a value of 
0.5. The number of hidden layers was 3. For k-nearest neighbors, 
we found that k=3 produced the best results. The output of this 
final classifier was rounded since the grades assigned to the 
summaries are discrete. 

5. EVALUATION

We are interested in comparing the grades given by our system to 
the ones assigned by the human grader. The following three 
metrics allow us to analyze this from different perspectives. 

– Mean absolute error (MAE)
– Exact (E): number of summaries that were given the same

grade as the human grader over the total number of
summaries
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– Adjacent (A): number of summaries that were given a grade
that differed from the human grade by 1 point over the total
number of summaries

To assess our approach, the data set was randomly split into two 
equal-sized subsets, preserving the distribution of the original 
grades. One of these two sets was used for training and the other 
for testing. Since our approach cannot not be directly compared 
to other approaches due to the uniqueness of the dataset, we 
developed a baseline approach where all extracted features were 
used for training. That is, a single classifier was trained using all 
features extracted from the training set and evaluated using the 
testing set. Comparing our approach to this simple baseline 
model allows us to recognize and approciate the utility of our 
summary evaluation system. 

6. RESULTS

Table 2 shows the results obtained by our baseline. For each 
experiment, all attributes were used for training (BOW, POS, and 
text-complexity/high-level features). The column Classifier 
indicates the type of classifier used as the baseline. BOW features 
indicates how the bag-of-words was constructed. MAE indicates 
the mean absolute error of the experiment. Exact indicates the 
percentage of summaries that were given the same grade as the 
grade assigned by the human grader. Adjacent indicates the 
percentage of summaries that were given a grade that differed 
from the human grade by only 1 point. 

Table 2. Baseline results 
Classifier BOW features MAE Exact Adjacent

FFNN Non-stop words 1.26 .44 .64
FFNN Non-stop words + bigrams 1.28 .43 .66 

SVM Regression Non-stop words 1.17 .31 .69 
SVM Regression Non-stop words + bigrams 1.20 .30 .68 

KN Non-stop words 1.27 .38 .65
KNN Non-stop words + bigrams 1.29 .35 .63 
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Table 3. Proposed approach results 
Binary 

Classifier BOW features Final
Classifier MAE Exact Adjacent

MNB Non-stop words FFNN 0.98 .43 .77 

MNB Non-stop words + 
bigrams 

FFNN 0.99 .42 .75 

SVM Non-stop words FFNN 1.14 .35 .69 

SVM Non-stop words + 
bigrams FFNN 1.16 .34 .68 

MNB Non-stop words KNN 1.3 .35 .63 

MNB Non-stop words + 
bigrams KNN 1.33 .35 .64 

SVM Non-stop words KNN 1.4 .32 .65 

SVM Non-stop words + 
bigrams KNN 1.41 .33 .66 

Table 3 shows the results obtained when using binary and POS 
classifiers in combination with text-complexity/high-level 
features. Each row in the table represents an experiment. The 
column labeled Binary Classifier indicates the type of classifier 
that was used to partition the data set at the three different points 
in the grading scale. BOW features indicates what features were 
used to train the binary classifiers. Final Classifier indicates the 
type of classifier that was to ultimately estimate the grade of a 
summary. The columns MAE, Exact, and Adjacent have the same 
meaning as for Table 2. 

7. DISCUSSION

Different conclusions can be drawn from the results. We observe 
that the feed forward neural network outperforms k-nearest 
neighbors in all instances. This can be easily attributed to the fact 
that neural networks, although not always, tend to outperform 
algorithms such as k-nearest neighbors in many estimation 
problems. It is also interesting to notice that the incorporation of 
bigrams did not have a significant effect in the obtained results. 
We expected the incorporation of bigrams to have a positive 
effect on all of the described metrics since other natural language 
tasks have been benefited from such process. We attribute this to 
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the nature of the problem we are solving. In other tasks, such as 
sentiment analysis, words such as “not” and “no” play a very 
important role. Thus, bigrams where these words appear tend to 
be appropriate attributes for the text objects. In our problem, 
students are meant to identify and write the main concepts that an 
article presents. Thus, using single words to form the bag suffices 
for the problem at hand. 

We also observe that MNB is a suitable classifier for 
partitioning the dataset into 2 at different points in the grading 
scale. Although SVMs are suitable for binary classification 
problems, MNB showed to be a better candidate for this task. 
This same result has been observed in other problems where the 
classification problem involves text objects. 

The results also show that our approach outperforms the 
baseline in terms of MAE using the best configuration that we 
found. More concretely, our best result was 0.98 in contrast to 
1.17 from the baseline (a significant difference of almost 0.2). 
For the Adjacent metric, we also observe a remarkable difference 
between the two approaches, showing the robustness of the 
proposed approach. However, the baseline appeared to perform 
just as well as our approach for the Exact metric. In conclusion, 
we see that the combination of binary classifiers, a POS 
classifier, and other text-complexity/high-level features to train a 
final classifier outperforms the traditional approach of using all 
features to train a single classfier. 

Finally, the results show that grading short summaries is a 
task that can be performed by a computer system reliably. In our 
best result, we see that our solution gave a grade that differed by 
at most one point from the actual grade for 77% of the cases. A 
one-point difference is something that is expected even when 
comparing two human graders. Although the grading of this type 
of summaries might still require human intervention to provide 
students with more concrete and detailed feedback, our solution 
can be of great use to quickly assess the quality of summaries 
written by young students. This can aid students when typing 
their summaries on a computer. Our solution can quickly analyze 
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the text and provide students with early feedback that they can 
use to improve their summaries before submitting them to the 
professor. 
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