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ABSTRACT

As more and more textual resources from the medical domain are
getting accessible, automatic analysis of clinical notes becomes
possible. Since part-of-speech tagging is a fundamental part of
any text processing chain, tagging tasks must be performed with
high accuracy. While there are numerous studies on tagging med-
ical English, we are not aware of any previous research examin-
ing the same field for Hungarian. This paper presents methods
and resources which can be used for annotating medical Hungar-
ian and investigates their application to tagging clinical records.
Our research relies on a baseline setting, whose performance was
improved incrementally by eliminating its most common errors.
The extension of the lexicon used raised the overall accuracy sig-
nificantly, while other domain adaptation methods were only par-
tially successful. The presented enhancements corrected almost
half of the errors. However, further analysis of errors suggest that
abbreviations should be handled at a higher level of processing.

KEYWORDS: Medical text processing, PoS tagging, morpholog-
ical disambiguation, domain adaptation, clinical notes.

1 INTRODUCTION

Hospitals produce a huge amount of clinical notes that have solely been
used for archiving purposes and have generally been inaccessible to re-
searchers. However, nowadays medical resources are becoming available,
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enabling computer scientist to support medical researchers. As natural
language processing (NLP) algorithms are getting more and more accu-
rate, their usage can not just cut costs but can also boost medical research.
PoS tagging is a fundamental task of computational linguistics: labeling
words with their part-of-speech is essential for further processing algo-
rithms. While tagging of general texts is well-known and considered to
be solved, most of the commonly used methods usually fail on medical
texts.

English has been the main target of many NLP applications up to the
present time, thus less-resourced languages, which are usually morpho-
logically complex, often fell beyond the scope. Similarly, there are just a
few studies attempting to annotate non-English medical texts. Thus, the
processing of Hungarian clinical records has very little literature. More-
over, there is not any research on tagging such texts. Therefore, this study
aims to investigate how existing techniques can be used for the morpho-
logical tagging of Hungarian clinical records presenting possible pitfalls
of a medical text processing chain.

This paper is structured as follows. The background of our research
is described in the next section. Then a corpus is presented which has
been created for development and evaluation purposes. In Section 4, we
detail the baseline morphological disambiguation setting used, which is
commonly employed for Hungarian. Afterwards, we present the most fre-
quent errors made by the baseline tagger and we describe and evaluate the
enhancements that were carried out on the text processing chain. Finally,
Section 6 provides the final conclusions.

2 PARSING OF BIOMEDICAL TEXTS

2.1 Biomedical Tagging

Processing of biomedical texts has an extensive literature, since there are
numerous resources accessible. In contrast, much less manually anno-
tated corpora of clinical texts are available. Most of the work in this field
has been done for English, and only a few attempts have been published
for morphologically rich languages (e. g. [1, 2]).

A general approach for biomedical PoS tagging is to employ super-
vised learning algorithms, which require manually annotated data. In the
case of tagging biomedical texts, domain-specific corpora are used either
alone [3-5] or in conjunction with a (sub)corpus of general English [6—
8] as training data. While using texts only from the target domain yields
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acceptable performance [3-5], several experiments have shown that ac-
curacy further increases with incorporating annotated sentences from the
general domain as well [9, 6]. A general observation is that the more data
is used from the reference domain, the higher accuracy can be achieved
(e. g. [10]). On the contrary, Hahn and Wermter argue for training learners
only on general corpora [11] (for German). Further on, there are studies
on selecting training data (e. g. [12]) that increase the accuracy. What is
more, there are taggers (such as [13]) which learn from several domains
in a parallel fashion, thus the model selection decision is delayed until
the decoding process.

Using target-specific lexicons is another way of adapting taggers, as
they can improve tagging performance [6, 14]. Some of these studies ex-
tend existing PoS dictionaries [15], while others build new ones specific
to the target domain [5]. All of the experiments using such resources yield
significantly reduced error rates.

Concerning tagging algorithms, researchers tend to prefer already ex-
isting applications, such as the OpenNLP toolkit!, which is the basis
of the cTakes system [4]; while Brill’s method [16] and TnT [17] are
widely used (e.g. [11,4, 10]) as well. There are other HMM-based so-
lutions which have been shown to perform well [9,6,15,11,3,2,14] on
such texts. Besides, a number of experiments have revealed [7, 14, 5] that
domain-specific OOV words are primarily responsible for a reduced tag-
ging performance. Thus successful methods employ either guessing al-
gorithms [9, 15,2, 14, 5] or broad-coverage lexicons (as detailed above).
Beyond supervised algorithms, other approaches were also shown to be
effective: Miller et al. [8] use semi-supervised methods; Dwinedi and
Sukhadeve build a tagger system based only on rules [18]; while Ruch et
al. propose a hybrid system [14]. Further on, domain adaptation methods
(such as EasyAdapt [19] or ClinAdapt [7] ) also perform well. However,
they need an appropriate amount of manually annotated data from the
target domain, which limits their applicability.

2.2 Tagging General Hungarian

For Hungarian, tagging experiments generally rely on the Szeged Cor-
pus [20] (SZC), since this is the only contemporary linguistic resource
that is manually annotated with morphological tags and is freely avail-
able. It contains about 1.2 million words from six different genres, but

"http://opennlp.apache.org/
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does not involve texts from the biomedical domain. The original annota-
tion of the corpus uses the MSD scheme proposed by the MULTEXT-
East project [21]. Besides this, other morphosyntactic coding systems
are commonly used as well. One of them is the system employed by
the HuMor morphological analyzer [22], whose labels are composed of
morpheme tags. Another annotation scheme is named KR, which is the
default of morphdb.hu [23], a freely available Hungarian morphological
resource. Although the Szeged Corpus contains only MSD codes, there
are also automatically converted variants of it that use the latter schemes.

For agglutinating languages such as Hungarian, labeling a word only
with its part-of-speech tag is not satisfactory (as described in [24]), since
further parsing methods require full morphosyntactic labels and lemmata
as well. Consequently, tagger tools must perform full morphological dis-
ambiguation which also involves lemmatization. For Hungarian, such
tools are the following:

PurePos [24], an open-source full morphological disambiguation sys-
tem which is able to incorporate the knowledge of a morphological
analyzer (MA), thus providing state-of-the-art accuracy above 98%.
The system is based on statistical trigram tagging algorithms, but it
is extended to employ language-specific rule-based components ef-
fectively.

magyarlanc [25], a freely available’ language processing chain for
morphological and dependency parsing of Hungarian that contains
several language-specific components. Its morphological disambigua-
tion module is based on the Stanford tagger [26] and incorporates a
MA based on morphdb.hu.

2.3 Processing Clinical Hungarian

There are only a few studies on processing Hungarian medical records.
Siklési et al. [27,28] presented a system that is able to correct spelling
errors in clinical notes. A resolution method for clinical abbreviations
was also presented by them [29], in which they used pattern matching
methods on domain-specific lexicons. Recently, Orosz et al. introduced
[30] a partly unsupervised algorithm for segmenting tokens and sentences
in clinical texts: their approach is a combination of collocation extraction
algorithms and rule-based methods.

2 It is available only without the source code.
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As far as we know, no study exists either investigated possible ap-
proaches or established a proper method for tagging clinical Hungarian.
Therefore we aim to examine special properties of clinical notes first, then
to develop a disambiguation methodology. The experiments described be-
low use methods that rely on an error analysis of the baseline system (in
Section 4), while also incorporate ideas from previous studies (cf. Section
2.1).

3 THE CLINICAL CORPUS

First of all, special properties of clinical texts need to be considered. Such
records are created in a special environment, thus they differ from gen-
eral Hungarian in several respects. These attributes are the following (cf.
[30,29,27]): a) notes contain a lot of erroneously spelled words, b) sen-
tences generally lack punctuation marks and sentence initial capitaliza-
tion, ¢) measurements are frequent and have plenty of different (erro-
neous) forms, d) a lot of (non-standard) abbreviations occur in such texts,
e) and numerous medical terms are used that originate from Latin.

Since there was no corpus of clinical records available that was man-
ually annotated with morphological analyses, a new one was created for
testing purposes. This corpus contains about 600 sentences, which were
extracted from the notes of 24 different clinics. First, the textual parts
of the records were identified (as described in [27]), then the paragraphs
to be processed were selected randomly. Then manual sentence bound-
ary segmentation, tokenization and normalization was performed, which
were aided by methods detailed in [30]. Manual spelling correction was
carried out by using suggestions provided by the system of Siklési et al.
[28]. Finally, morphological disambiguation was performed: the initial
annotation was provided by PurePos, then its output was checked manu-
ally.

Several properties of the corpus created differ from general ones.
Beside characteristics described above, the corpus contains numerous x
tokens which denote multiplication and are labeled as numerals. Latin
words and abbreviations are analyzed regarding their meaning: e.g. o.
denotes szem ‘eye’, thus it is tagged with N.NOM. Further on, names of
medicines are labeled as singular nouns. Finally, as missing sentence fi-
nal punctuation marks were not recovered in the test corpus, these are not
tagged either.

The corpus was split into a development and a test set (see Table 1).
The first part was employed for development purposes, while the methods
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Table 1. Size of the clinical corpus created

Sentences Tokens
Development set 240 2230
Test set 333 3155

Table 2. Distribution of errors caused by the baseline algorithm — dev. set

Class Frequency
Abbreviations and acronyms 49.17%
Out-of-vocabulary words 27.27%
Domain-specific PoS of word forms ~ 14.88%
Other 0.06%

detailed below were evaluated against the second part. Evaluation was
carried out by calculating per-word accuracy omitting punctuation marks.

4 THE BASELINE SETTING AND THE ANALYSIS OF ITS ERRORS

Below we introduce the baseline tagging chain. First we describe its com-
ponents, then the performance of the tagger is evaluated by detailing the
most common error types. Concerning the parts of the chain we follow
the work of Orosz et al. [24]. Thus (morphosyntactic tag, lemma) pairs
represent the analyses of HuMor, which are then disambiguated by Pure-
Pos. However, the output of the MA is extended with the new analyses of
x in order to fit the corpus to be tagged.

This baseline text processing chain produced 86.61% token accuracy
on the development set, which is remarkably lower than tagging results
for general Hungarian using the same components (96-98% [31]). Mea-
suring the ratio of the correctly tagged sentences revealed that less than
the third (28.33%) of the sentences were tagged correctly. This amount
indicates that the models used by the baseline algorithm are weak for such
a task. Therefore, errors made by the baseline algorithm are investigated
first to reveal how the performance could be improved.

Table 2 shows that the top error class is the mistagged abbreviations
and acronyms. A reason for the high number of such errors is that most of
these tokens are unknown to the tagger. Moreover, abbreviations usually
refer to medical terms that originate from Latin.

Another frequent error type is caused by the out-of-vocabulary (OOV)
words. This observation is in accordance with the PoS tagging results for
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Table 3. Evaluation of the enhancements — test set

ID Method PoS tagging Lemmatization Morph. disambig.
0 Baseline system 90.57% 93.54% 88.09%
1 0+ Lexicon extension 93.89% 96.24% 92.41%
2 1+ Handling abbreviations ~ 94.81% 97.60% 93.73%
3 2+ Training data selection 94.25% 97.36% 93.29%

medical English (as described above). Similarly, in the case of Hungar-
ian, most of the OOV tokens are specific to the clinical domain and often
originate from Latin. However, several inflected forms of such terms also
exist in clinical notes due to agglutination. Therefore, listing only medi-
cal terms and their analyses could not be a proper solution. This problem
requires complex algorithms.

Furthermore, the domain-specific usage of general words leads the
tagger astray as well. Frequently, participles are labeled as verbs such as
javasolt ‘suggested’ or felirt ‘written’. In addition, numerous mistakes
are due to the lexical ambiguity that is present in Hungarian (such as
szembe which can refer to ‘into an eye’ or ‘toward/against’).

Our investigation shows that most of the errors of the baseline system
can be classified into the three categories above. We can use the catego-
rization above to enhance the performance of the system by eliminating
the typical sources of errors.

5 INCREMENTAL IMPROVEMENTS

Based on the observations above, systematic changes were carried out to
improve the tagging accuracy of the chain. First, the processes of lexi-
con extension and algorithmic modifications are described, then an in-
vestigation is presented aiming to find the optimal training data. Each
enhancement is evaluated against the test corpus. Table 3 contains the
part-of-speech tagging, lemmatization and the whole morphological tag-
ging performance of each system.

5.1 Extending the Lexicon of the Morphological Analyzer

Supervised tagging algorithms commonly use augmented lexicons in or-
der to reduce the number of out-of-vocabulary words (see Section 2.1).
In the case of Hungarian, this must be performed at the level of the MA.
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Here we describe the process which was carried out to extend the lexicon
of the HuMor analyzer.

The primary source for the extension process was a spelling dictio-
nary of medical terms [32] that contained about 90000 entries. Beside
this, a freely available list of medicines [33] of about 38000 items was
used as well. Since neither of these resources contained any morphologi-
cal information concerning these words, such analyses were created. For
this, we followed an iterative process which included both human work
and automatic algorithms. The steps of our workflow were the following:
(1) a set of word forms was prepared and analyzed automatically (de-
tailed below); (2) the analyses were checked and corrected manually; (3)
the training sets of the supervised learning methods were extended with
the results of step (2). Before each iteration, compounds of known items
were selected to be processed first. This enhancement reduced the time
spent on manual correction and granted the consistency of the database
created. In the end, approximately 41000 new entries were added to the
lexicon of the HuMor analyzer.

Since Latinate words can either be written as pronounced in Hungar-
ian® or can appear with the original Latin spelling, having both variants
is necessary. Most of the entries in the dictionary had both the Hungarian
and Latin spelling variants, but this was not always the case. Language
identification of the words was carried out to distinguish Hungarian terms
from the ones that have Greek, Latin, English or French spelling. For this,
an adapted version of TextCat [34] was involved in the iterative process
to decide whether a word is Hungarian or not. If it was necessary, missing
Hungarian spelling variants were produced using letter-to-sound rules of
Latinate words as they are generally pronounced in Hungarian and were
added semi-automatically to the lexicon.

As for the calculation of the morphological analyses, the guesser al-
gorithm of PurePos was employed. Separate modules were employed for
each language, thus language-specific training sets were maintained for
them as well. In Hungarian, the inflection paradigm depends on vowel
harmony and the ending of the word as it is pronounced, thus the pro-
nunciation of foreign words had to be calculated first. This could be car-
ried out using the same simple hand-written rules implementing Latin
grapheme-to-phoneme correspondences that were used to generate miss-
ing Hungarian spelling variants.

3

3 An example is the Latin word dysplasia [displa:zia], which can be spelled as
diszpldzia in Hungarian.
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The lexicon extension process above reduced the OOV word ratio
from 34.57% to 26.19% (development set), and resulted in an accuracy
of 92.41% (test set). Since the medical dictionary [32] contained abbre-
viated words as well, this process could also decrease the number of mis-
tagged abbreviations.

5.2 Dealing with Acronyms and Abbreviations

Despite the changes in Section 5.1, numerous errors made by the en-
hanced tagger were still connected to abbreviations. Thus we first exam-
ined erroneous tags of abbreviated terms, then developed methods aiming
to improve the performance of the disambiguation chain.

A detailed error analysis revealed that some of the erroneous tags
of abbreviated terms were due to the over-generating nature of HuMor,
which could be reduced by a filtering method. For words with full stops
an analysis was considered to be false if its lemma was not an abbre-
viation. This modification increased the overall accuracy significantly,
reducing the number of errors by 9.20% on the development set (cf. “Fil-
tering” in Table 5).

Another typical error type was the erroneous tagging of unknown
acronyms. Since PurePos did not employ features that could deal with
such cases, these tokens were left to the guesser. However, acronyms
should have been tagged as singular nouns. Thus a pattern matching com-
ponent relying on surface features could fix their tagging (see “Acronyms”
in Table 5).

The rest of the errors were mainly connected to those abbreviations
that were both unknown to the analyzer and had not been seen previously.
For this, the distribution of the labels of abbreviations in the development
data is compared to that of the Szeged Corpus (see Table 4 below). While
there are several common properties between the two columns (such as
the ratio of adverbs), discrepancies occur even more often. One of them is
the ratio of adjectives, which is significantly higher in the medical domain
than in general Hungarian. Comparing the values, it must be noted that
10.85% of the tokens are abbreviated in the development set, while the
same ratio is only 0.37% in the Szeged Corpus.

Since the noun tag was the most frequent amongst abbreviations, a
plausible method was to assign N.NOM to all of these tokens (cf. “UnkN”
in Table 5) and to keep the original word forms as lemmata. This baseline
method resulted in a surprisingly high error rate reduction of 31.54%.
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Table 4. Morphosyntactic tag frequencies of abbreviations — dev. set

Tag Clinical texts Szeged Corpus

N.NOM 67.37% 78.18%
A.NOM 19.07% 3.96%
CONIJ 1.27% 0.50%
ADV 10.17% 11.86%
Other 2.12% 5.50%

Table S. Comparison of the approaches aiming to handle acronyms and abbrevi-
ations — dev. set

ID Method Morph. disambig.
0 Medical lexicon 90.11%
1 0+ Filtering 91.02%
2 1+ Acronyms 91.41%
3 2+ UnkN 94.12%
4 2+ UnkUni 92.82%
5 2+ UnkMLE 94.01%

Another approach was to model the analyses of abbreviations with
data observed in Table 4. The first experiment (“UnkUni”) employed a
uniform distribution of labels for abbreviations present in the develop-
ment set as an emission probability distribution. Thus all the tags (A.NOM,
A.PRO, ADV, CONJ, N.NOM, V.3SG, V.PST_PTCL) were used with equal
probability as a sort of guessing algorithm.

Beside this, a better method was to use a maximum likelihood estima-
tion for calculating a priori probabilities (“UnkMLE”). In this case, rela-
tive frequency estimates were calculated for all the tags above. While the
latter approaches could increase the overall performance, none of them
managed to reach the accuracy of the “UnkN” method (cf. Table 5).

5.3 Choosing the Proper Training Data

Since many studies showed (cf. Section 2.1) that the training data used
significantly affects the result of the annotation chain, we investigated the
usage of sub-corpora available in the Szeged Corpus. Several properties
of the corpus were examined (cf. Table 6) in order to find the training
dataset that fits best for tagging clinical Hungarian. Measurements re-
garding the development set were calculated manually where it was nec-
essary.
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Table 6. Properties of training corpora

Corpus Avg.sent.  Abbrev. Unknown Perplexity
length ratio ratio Words Tags
Szeged Corpus 16.82 0.37% 1.78% 2318.02 22.56
Fiction 12.30 0.10% 2.44%  995.57  32.57
Compositions 13.22 0.14% 2.29% 1335.90 30.78
Computer 20.75 0.14% 2.34%  854.11 22.89
Newspaper 21.05 0.20% 2.10% 1284.89 22.08
Law 23.64 1.43% 2.74%  824.42 29.79
Short business news ~ 23.28 0.91% 2.50% 859.33  27.88
Development set 9.29 10.85% - - -

First of all, an important attribute of a corpus is the length of its sen-
tences. Texts having shorter sentences tend to have simpler grammatical
structure, while longer sentences are grammatically more complex. Fur-
ther on, clinical texts have a vast amount of abbreviations, thus the ratio
of abbreviations is also relevant during the comparison.

Furthermore, the accuracy of a tagging system is strongly related to
the ratio of unknown words, thus these proportions were calculated for
the development set using the vocabulary of each training corpus (see Ta-
ble 6). This ratio could function as a similarity metric, but entropy-based
measures work better [35] in such scenarios. We use perplexity, which is
calculated here as follows: trigram models of word and tag sequences are
trained on each corpus using Kneser-Ney smoothing, then all of them are
evaluated against the development set*.

Measurements show that there is no such part of the Szeged Corpus
which has as much abbreviated terms as clinical texts have. Likewise,
sentences written by clinicians are significantly shorter than the ones in
any of the genres present in the Szeged Corpus. Neither the calculations
above, nor the ratio of unknown words suggest that we should use sub-
corpora for training. However, the perplexity scores contradict this: sen-
tences from the law domain have the most phrases in common with clini-
cal notes, while news texts have the most similar grammatical structures.

Therefore, all sub-corpora were involved in the evaluation, which was
carried out by employing all of the enhancements described in previous
sections. Results showed that training on news texts resulted in the high-
est accuracy. However, it was not able to outperform the usage of the
whole corpus.

* The SRILM toolkit [36] was employed for the calculations.



140 GYORGY OROSZ, ATTILA NOVAK, AND GABOR PROSZEKY

Table 7. Evaluation of the tagger using the subcorpora as training data — test set

Corpus Morph. disambiguation accuracy
Szeged Corpus 93.73%
Fiction 92.01%
Compositions 91.97%
Computer 92.73%
Newspaper 93.29%
Law 92.17%
Short business news 92.69%

6 CONCLUSIONS

In this study, resources and methodologies were introduced that enabled
us to investigate morphological tagging of clinical Hungarian. First, a
test corpus was created and was compared in detail with a general Hun-
garian corpus. This corpus also allowed for the evaluation of numerous
tagging approaches. These experiments were based on the PurePos tagger
tool and the HuMor morphological analyzer. Errors made by the baseline
morphological disambiguation chain were investigated, then several en-
hancements were carried out aiming at correcting the most common mis-
takes of the baseline algorithm. Amongst others, we extended the lexicon
of the morphological analyzer and introduced several methods to handle
the errors caused by abbreviations.

The baseline setup labeled every eighth token erroneously. Although
this tagging chain is commonly used for parsing general Hungarian, it
resulted in mistagged medical sentences in two thirds of the cases. In
contrast, our enhancements raised the ceiling of the tagging accuracy to
93.73% by eliminating almost half (47.36%) of the mistakes. Deeper in-
vestigation revealed that this error rate reduction was mainly due to the
usage of the extended lexicon, which significantly decreased the number
of the out-of-vocabulary tokens. While this research did not manage to
find decent training data for tagging clinical Hungarian, it showed that
neither part of the Szeged Corpus was able to outperform the whole as
a training corpus. Finally, results of tagging abbreviations suggest that
abbreviated terms should not be tagged directly. They should be resolved
first or should be labeled with a uniform tag.

The main limitation of this research is the corpus used. It contains a
few hundred sentences, which is only enough to reveal the main pitfalls of
the tagging method. Furthermore, most of the domain adaptation methods
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rely on target-specific corpora that have several thousands of sentences.
Taking these into consideration, further investigation should involve more
manually annotated data from the medical domain.

In sum, commonly used methodologies alone fail to tag Hungarian
clinical texts with a satisfactory accuracy. One of the main problems is
that such algorithms are not able to deal with the tagging of abbreviations.
However, our results suggests that the usage of an extended lexicon con-
siderably increases the accuracy of an HMM tagger.

ACKNOWLEDGMENT We would like to thank Néra Wenszky for com-
ments on preliminary versions of this paper. The work was partially sup-
ported by TAMOP — 4.2.1.B — 11/2/KMR-2011-0002 and TAMOP —
4.2.2/B - 10/1-2010-0014.

REFERENCES

1. Oleynik, M., Nohama, P., Cancian, P.S., Schulz, S.: Performance analysis
of a POS tagger applied to discharge summaries in Portuguese. Studies in
health technology and informatics 160(2) (2009) 959-963

2. Rgst, T.B., Huseth, O., Nytrg, @., Grimsmo, A.: Lessons from developing
an annotated corpus of patient histories. Journal of Computing Science and
Engineering 2(2) (2008) 162-179

3. Pakhomov, S.V.S., Coden, A., Chute, C.G.: Developing a corpus of clinical
notes manually annotated for part-of-speech. International Journal of Medi-
cal Informatics 75(6) (2006) 418-429

4. Savova, G.K., Masanz, J.J., Ogren, P.V., Zheng, J., Sohn, S., Schuler, K.K.,
Chute, C.G.: Mayo clinical text analysis and knowledge extraction system
(cTAKES): Architecture, component evaluation and applications. Journal of
the American Medical Informatics Association 17(5) (2010) 507-513

5. Smith, L.H., Rindflesch, T.C., Wilbur, W.J.: The importance of the lexicon
in tagging biological text. Natural Language Engineering 12(4) (2006) 335—
351

6. Coden, A., Pakhomov, S.V., Ando, R.K., Dufty, PH., Chute, C.G.: Domain-
specific language models and lexicons for tagging. Journal of Biomedical
Informatics 38(6) (2005) 422-430

7. Ferraro, J.P., Daumé, H.I., DuVall, S.L., Chapman, W.W., Harkema, H.,
Haug, PJ.: Improving performance of natural language processing part-of-
speech tagging on clinical narratives through domain adaptation. Journal of
the American Medical Informatics Association (2013) 931-939

8. Miller, J., Torii, M., Vijay-Shanker, K.: Building domain-specific taggers
without annotated (domain) data. In: Proceedings of the 2007 Joint Confer-
ence on Empirical Methods in Natural Language Processing and Computa-
tional Natural Language Learning. (2007) 1103-1111



142

9.

10.

12.

13.

14.

15.

16.

17.

18.

19.

20.

GYORGY OROSZ, ATTILA NOVAK, AND GABOR PROSZEKY

Barrett, N., Weber-Jahnke, J.: A token centric part-of-speech tagger for
biomedical text. In Peleg, M., Lavra¢, N., Combi, C., eds.: Artificial In-
telligence in Medicine. Volume 6747 of Lecture Notes in Computer Science.
Springer Berlin Heidelberg (2011) 317-326

Pestian, J., Itert, L., Duch, W.: Development of a pediatric text-corpus for
part-of-speech tagging. In Klopotek, M.A., Wierzchon, S.T., Trojanowski,
K., eds.: Intelligent Information Processing and Web Mining. Advances in
Soft Computing, Springer (2004) 219-226

. Hahn, U., Wermter, J.: Tagging medical documents with high accuracy. In

Zhang, C., Guesgen, H.W., Yeap, W.K., eds.: PRICAI 2004: Trends in Ar-
tificial Intelligence. Volume 3157 of Lecture Notes in Computer Science.,
Springer (2004) 852-861

Liu, K., Chapman, W., Hwa, R., Crowley, R.S.: Heuristic sample selection to
minimize reference standard training set for a part-of-speech tagger. Journal
of the American Medical Informatics Association 14(5) (2007) 641-650
Choi, J.D., Palmer, M.: Fast and robust part-of-speech tagging using dynamic
model selection. In: Proceedings of the 50th Annual Meeting of the Asso-
ciation for Computational Linguistics: Short Papers-Volume 2, Association
for Computational Linguistics, The Association for Computer Linguistics
(2012) 363-367

Ruch, P, Baud, R., Bouillon, P., Robert, G.: Minimal commitment and full
lexical disambiguation: Balancing rules and hidden Markov models. In: Pro-
ceedings of the 2nd Workshop on Learning Language in Logic and the 4th
Conference on Computational Natural Language Learning, Association for
Computational Linguistics (2000) 111-114

Divita, G., Browne, A.C., Loane, R.: dTagger: A POS tagger. In: AMIA An-
nual Symposium Proceedings, American Medical Informatics Association
(2006) 200-203

Brill, E.: A simple rule-based part of speech tagger. Proceedings of the Third
Conference on Applied Natural Language Processing 28(4) (1992) 152—-155
Brants, T.: Tnt — a statistical part-of-speech tagger. In: Proceedings of the
Sixth Conference on Applied Natural Language Processing, Universitit des
Saarlandes, Computational Linguistics, Association for Computational Lin-
guistics (2000) 224-231

Dwivedi, S.K., Sukhadeve, P.P.: Rule-based part-of-speech tagger for ho-
moeopathy clinical realm. IJCSI International Journal of Computer Science
8(4) (July 2011) 350-354

Daumé III, H.: Frustratingly easy domain adaptation. In: Proceedings of
the 45th Annual Meeting of the Association of Computational Linguistics,
Prague, Czech Republic, Association for Computational Linguistics (June
2007) 256-263

Csendes, D., Csirik, J., Gyiméthy, T.: The Szeged corpus: A POS tagged
and syntactically annotated Hungarian natural language corpus. In Sojka,
P., Kopecek, 1., Pala, K., eds.: Text, Speech, and Dialog. Volume 3206 of
Lecture Notes in Computer Science. Springer (2004) 19-23



LESSONS LEARNED FROM TAGGING CLINICAL HUNGARIAN 143

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

Erjavec, T.: Multext-east: Morphosyntactic resources for central and east-
ern european languages. Language Resources and Evaluation 46(1) (March
2012) 131-142

Prészéky, G.: Industrial applications of unification morphology. In: Pro-
ceedings of the Fourth Conference on Applied Natural Language Processing.
ANLC ’94, Morristown, NJ, USA, Association for Computational Linguis-
tics (October 1994) 213-214

Trén, V., Halacsy, P., Rebrus, P., Rung, A., Vajda, P., Simon, E.: Morphdb.hu:
Hungarian lexical database and morphological grammar. In: Proceedings of
the Fifth Conference on International Language Resources and Evaluation,
Genoa (2006) 1670-1673

Orosz, G., Novédk, A.: PurePos 2.0: A hybrid tool for morphological dis-
ambiguation. In: Proceedings of the International Conference on Recent
Advances in Natural Language Processing (RANLP 2013), Hissar, Bulgaria
(2013) 539-545

Zsibrita, J., Vincze, V., Farkas, R.: magyarlanc: A toolkit for morphologi-
cal and dependency parsing of Hungarian. In: Proceedings of Recent Ad-
vances in Natural Language Provessing 2013, Hissar, Bulgaria, Association
for Computational Linguistics (2013) 763-771

Toutanova, K., Klein, D., Manning, C., Singer, Y.: Feature-rich part-of-
speech tagging with a cyclic dependency network. In Hearst, M., Ostendorf,
M., eds.: Proceedings of the 2003 Conference of the North American Chap-
ter of the Association for Computational Linguistics on Human Language
Technology, Edmonton, Canada, Association for Computational Linguistics
(2003) 173-180

Siklési, B., Orosz, G., Novdk, A., Prészéky, G.: Automatic structuring and
correction suggestion system for Hungarian clinical records. In De Pauw,
G., de Schryver, G.M., Forcada, M.L., M. Tyers, F., Waiganjo Wagacha, P.,
eds.: 8th SaLTMiL Workshop on Creation and use of basic lexical resources
for less-resourced languages, Istanbul (2012) 29-34

Siklési, B., Novdk, A., Prészéky, G.: Context-aware correction of spelling
errors in Hungarian medical documents. In Dediu, A.H., Martin-Vide, C.,
Mitkov, R., Truthe, B., eds.: Statistical Language and Speech Processing.
Volume 7978 of Lecture Notes in Computer Science. Springer Berlin Hei-
delberg (2013) 248-259

Siklési, B., Novdk, A. In: Detection and Expansion of Abbreviations in
Hungarian Clinical Notes. Volume 8265 of Lecture Notes in Artificial In-
telligence. Springer-Verlag, Heidelberg (2013) 318-328

Orosz, G., Novék, A., Prészéky, G.: Hybrid text segmentation for Hungarian
clinical records. In: Lecture Notes in Artificial Intelligence. Advances in Ar-
tificial Intelligence and Its Applications. Springer, Berlin Heidelberg (2013)
306-317

Orosz, G., Novdk, A.: Purepos — an open source morphological disam-
biguator. In Sharp, B., Zock, M., eds.: Proceedings of the 9th International



144

32.

33.

34.

35.

36.

GYORGY OROSZ, ATTILA NOVAK, AND GABOR PROSZEKY

Workshop on Natural Language Processing and Cognitive Science, Wroclaw
(2012) 53-63

Fabian, P., Magasi, P.: Orvosi helyesfirdsi szétdr. Akadémiai Kiad6, Bu-
dapest (1992)

Féigazgatésag, O.G.L.: Forgalomba hozatali engedéllyel rendelkezd
allopatids és homeopdtids készitmények. http://www.ogyi.hu/
generalt_listak/tk_lista.csv Online; accessed 20-December-
2012.

Cavnar, W.B., Trenkle, J.M.: N-gram-based text categorization. In: Pro-
ceedings of SDAIR-94, 3rd Annual Symposium on Document Analysis and
Information Retrieval, Las Vegas, US (1994) 161-175

Kilgarriff, A., Rose, T.: Measures for corpus similarity and homogeneity.
In Ide, N., Voutilainen, A., eds.: Proceedings of the Third Conference on
Empirical Methods for Natural Language Processing, Association for Com-
putational Linguistics (1998) 46-52

Stolcke, A.: Srilm — an extensible language modeling toolkit. In Hansen,
J.H.L., Pellom, B.L., eds.: Proceedings International Conference on Spoken
Language Processing, ISCA (November 2002) 257-286

GYORGY OROSZ

FACULTY OF INFORMATION TECHNOLOGY AND BIONICS,
PAZMANY PETER CATHOLIC UNIVERSITY,

50/A PRATER STREET, 1083 BUDAPEST, HUNGARY

AND

MTA-PPKE HUNGARIAN LANGUAGE TECHNOLOGY RESEARCH
GROUP,

50/A PRATER STREET, 1083 BUDAPEST, HUNGARY

E-MAIL: <OROSZGY @ITK.PPKE.HU>

ATTILA NOVAK

FACULTY OF INFORMATION TECHNOLOGY AND BIONICS,
PAZMANY PETER CATHOLIC UNIVERSITY,

50/A PRATER STREET, 1083 BUDAPEST, HUNGARY

AND

MTA-PPKE HUNGARIAN LANGUAGE TECHNOLOGY RESEARCH
GROUP,

50/A PRATER STREET, 1083 BUDAPEST, HUNGARY

E-MAIL: <NOVAK.ATTILA @ITK.PPKE.HU>



LESSONS LEARNED FROM TAGGING CLINICAL HUNGARIAN 145

GABOR PROSZEKY

FACULTY OF INFORMATION TECHNOLOGY AND BIONICS,
PAZMANY PETER CATHOLIC UNIVERSITY,

50/A PRATER STREET, 1083 BUDAPEST, HUNGARY

AND

MTA-PPKE HUNGARIAN LANGUAGE TECHNOLOGY RESEARCH
GROUP,

50/A PRATER STREET, 1083 BUDAPEST, HUNGARY

E-MAIL: <PROSZEKYITK.PPKE.HU>



