Editorial

It is my pleasure to present to the readers a ssueiof IJCLA. This
issue presents papers on four topics: lexical resguand specifically
WordNet; grammar, semantics, and dialogue; infoimnaextraction;

and sentiment analysis and social networks.

Lexical resources are the heart of most naturajuage processing
technologies. Specifically, WordNet has traditiopabeen the most
widely used lexical resource. It groups words vifie same meaning
together (such groups are called synsets and erepecific lexical
meanings that exist in a given language) and stgmadifferent senses
of the same word into different synsets. In additib specifies a wide
variety of relationships between such lexical megsj such as genus—
species, part—-whole, etc.

R. Amaro et al. (Portugal and Spain) report new developments in
building a Portuguese WordNet. The original WordMets built for
English; development of WordNet-like dictionaries bther languages
is a priority task for the corresponding commusitier addition, such
development sheds light on the commonalities baetWaeguages and
differences that require adjustments in the strectaf WordNet. For
Portuguese recently a number of rich high-qualéyidal resources
have been recently developed (a comparative asabjgome of them
is given in another paper in this volume), whichkes Portuguese an
attractive alternative to English for language-ipgledent and
multilingual natural language processing experimedtmaro et al.
describe their efforts on increasing the density refationships
represented in Portuguese WordNet.

A. A. Freihat et al. (Italy and India) address the phenomenon of
specialization polysemy and study it on the malkdoiand in WordNet.
Specialization polysemy is a phenomenon observeshvehword has
two senses, one of which can be considered in ticeway more
specific than another, that is, included in theeatlbetection of this
phenomenon is important in natural language praegszpplications
such as machine translation or information retiiev&reihatet al.
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describe and classify different situations in whispecialization
polysemy appears in WordNet.

The next section is devoted to classical problefmatural language
processing: grammar, semantics, and dialogue.

T. Seraku (UK) presents a solution to a class of probleniated
with incremental syntactic parsing. In some lan@sathe syntactic
structure of a sentence is defined very late in ahalysis process,
practically only when the whole sentence has beed by the parser.
This poses efficiency and complexity problems tce tharsing
algorithm. Seraku proposes a solution based onrdignaddressing of
the parsing tree nodes in the parser’s internal ongniExamples are
given for the Japanese language.

Y. Haralambous andV. Klyuev (France, Japan) consider the task of
semantic analysis of text, which can also be caked understanding.
Text understanding is in a way the philosophemmest the ultimate
goal of natural language processing with which, ités achieved, all
other tasks would be easily solved. In its turn @etic analysis
requires deep and broad knowledge about languajalaout the world
and human life. Probably the wider available singteirce of such
knowledge is Wikipedia. Haralambous and Klyuev ioyer a particular
technique of semantic analysis, known as Expliein&ntic Analysis,
using knowledge that can be extracted from thecgira of Wikipedia.

N. Vadasz et al. (Hungary) continues the topic of understanding
text, addressing the problem of understanding tttentions of the
speakers in monologs or dialogs. They presentradbframework for
representing people’s beliefs, desires, and irdastin a logical form.
Their framework allows for analysis of joking, Ignfibbing, bluffing,
expressing polarity and opinions, etc. They illattrtheir formal ideas
with numerous examples.

Z. Wei et al. (HK, UK, Quatar, China) show how to identify
exploratory dialogs in text. Exploratory dialog ia type of
communication between persons with deep understgndf each
other’'s ideas, which implies proactive, positivenda creative
participation in the communication. Such dialogse agspecially
important in learning environments and can occuiwben students or
between the teacher and a student. It is importantietect and
encourage this kind of dialog, and discourage nqiegative dialogs
in learning and academic environments. Weil. use machine learning
techniques to classify dialogs into explorative armh-explorative. |
guess the authors themselves have mastered welingfeatant art of
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explorative communication, showing an impressiveanggle of
successful academic cooperation between teams fooum different
countries!

The next paper is devoted to the field of informatiextraction:
identifying specific facts or relations in a givehematic domain
expressed in the text.

R. Nawaz et al. (UK) present their system for determining
descriptions of new biological events in biomediselentific papers.
The amount of published scientific literature noassl does not allow
the researcher to read or even look through allighdd literature on
the topic of their research. Instead, automatic semi-automatic
methods have to be used to locate relevant pidcegoomation. This
problem is especially observed in biomedical litera with its huge
and rapidly growing body of published experimentaita. Reports
about newly observed events are intermixed in élxéstwith mentions
of already known events; however, it is importantdentify the novel
contents of a scientific paper and the new biolalgievents
communicated in this paper. Nawat al. report more than 99%
accuracy of their system in classifying the merdiof bio-events into
new and previously known.

Finally, the last three papers are devoted to wemti analysis,
opinion mining, and analysis of the phenomena étlogosphere and
social networks. This is a very hot topic nowadawith a lot of
attention from private companies and governmeraedlds drawn to it.

L.A. de Freitas andR. Vieira (Brazil) compare a humber of lexical
resources available for opinion mining and sentimanalysis in
Portuguese language. As | have mentioned abovéyudRmse natural
language analysis community has developed goodstrfrcture with
rich and high-quality lexical resources, which aa only useful for
development of accurate applications for this lagg) but also for
testing language-independent or otherwise non-Emglriented
methods. Freitas and Vieira give an overview ofhslexical resources
available for Portuguese in the area of emotiontisent, and opinion
analysis.

B.-K.H. Vo and N. Collier (Japan) analyze the emotions that
Twitter users expressed during the tragic 2011 GEeast Japan
earthquake and tsunami and its aftermath that decluleak of
radioactivity from the Fukushima nuclear reactorsd auncertainty
about possible nation-wide nuclear catastrophe.yThegue that
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automatic analysis of emotions expressed in soaddorks in critical
situations can help the government to quickly me&gect decisions
on social help and overall control of the situati®pecifically for the
earthquake situations, Vo and Collier present acsein of the
corresponding emotions to be tracked and two dleasbn methods
for these emotions to be automatically identifiedniassive Twitter
flows.

L. Jia et al. (USA) address the task of blog retrieval with an
additional requirement; the retrieved blog postousth not only
correspond to the user query but also be of a fepecifacet:
opinionated or factual, personal or official, amddepth or shallow.
Obviously, for this the blog posts are to be clessialong these
dimensions. Jia&t al. propose the corresponding classifiers and show
experimental results that confirm the effectivenefsheir proposed
methods.

This issue of IJCLA will be useful for researchessydents, and
general public interested in various aspects ofuraatlanguage
processing.
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