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ABSTRACT

The Penn Treebank corpus is a commonly used corpus in the
Computational Linguistics community. This corpus is manually
annotated with lexical and syntactical information. It has been
extensively used for Language Modeling, Probabilistic Parsing,
PoS Tagging, etc. In recent years, with the increasing use of Syn-
tactic Machine Translation approaches, the Penn Treebank cor-
pus has also been used for extracting monolingual linguistic in-
formation for further use in these Machine Translation systems.
Therefore, the availability of this corpus adequately translated to
other languages can be considered an challenging problem. The
correct translation of the Penn Treebank corpus by using Machine
Translation techniques and then amending the errors in a post-
editing phase can require a large human effort. Since there is not
parallel text for this dataset, the translation of this corpus can be
considered as a translation problem in the absence of in-domain
training data. Adaptation techniques have been previously con-
sidered in order to tackle this problem. In this work, we explore
the translation of this corpus by using Interactive-Predictive Ma-
chine Translation techniques, that has proved to be very efficient
in reducing the human effort that is needed to obtain the correct
translation.

1 INTRODUCTION

The Penn Treebank corpus [1] is a very used corpus in many applications
of Computational Linguistic. This corpus consists of approximately fifty
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thousand sentences that were manually annotated with lexical informa-
tion and syntactical information. This corpus has been used for many
task related to Language Modeling [2—4], Probabilistic Parsing [5-8],

PoS Tagging [9, 10], etc. One important advantage of this corpus is that
its annotated information allows machine learning techniques to obtain
very accurate and profitable linguistic information. Examples of these

machine learning techniques are Maximum Entropy [10, 5], Probabilis-

tic Estimation [4,11] and Grammar Learning [2, 8]. Since this corpus is

manually annotated and reviewed by human experts, it allows a reliable
comparison with the gold annotation.

In the last years, syntax has become important for Machine Transla-
tion (MT) [12-15]. Some of these works are based on the availability of
syntactically annotated corpus [13, 14, 16]. Most of these works use the
Penn Treebank corpus for learning a syntactical model and then the Syn-
tactic MT system is used in another task different from the Penn Treebank
corpus. Therefore, a very interesting step forward in Syntactic MT would
be to have the Penn Treebank correctly translated and apply Syntactic MT
techniques to this translated corpus. In addition, another very challenging
problem would be to use a parallel treebank to study new approaches of
Syntactic MT.

The manual translation of the Penn Treebank corpus can be a very
tedious and expensive task, and therefore it seems appropriate to carry
out this task by using a MT system. The MT system can provide ini-
tial translations of the sentences, and a human could then review the full
translation. This conventional post-editing review process for obtaining
a high quality translation can be also expensive and tedious. In addition,
it should be taken into account that there is not parallel text for the Penn
Treebank corpus and the translation systems should be trained with out-
of-domain data. Therefore, the translation quality of the output of the
MT system could be low. Adaptation techniques for translating the Penn
Treebank corpus were considered in [17] to alleviate this problem, but
the final obtained results showed that a lot of errors were yet present in
the final translations, and a lot of effort should be carried out to obtain
correct high-quality translated sentences.

Therefore in this work we studied Interactive-Predictive MT (IPMT)
techniques [18] for translating the Penn Treebank corpus. In IPMT, the
human translator and the MT system work together in order to obtain
correct high-quality translations. The human translator provides feedback
to the MT translation and the system takes into account this feedback in
order to constrain the search space and to avoid further errors. IPMT was
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proven to be very effective for MT translation in [19] for in-domain tasks.
But some tasks require to translate texts for which parallel text is not
available. In such situation, the IPMT system starts with out-of-domain
training data. However, [19] did not explore IPMT in the translation of
an out-of-domain task. In this work we explored IPMT for translating the
Penn Treebank corpus in which the initial system is trained with out-of-
domain data.

2 INTERACTIVE-PREDICTIVE MACHINE TRANSLATION

Statistical MT has evolved rapidly in the last years, specially after the ap-
pearing the seminal papers of [20, 21]. Those MT systems were mainly
based on words as basic unit translation. Currently, the state-of-the-art
statistical MT systems use phrases as basic translation units [22, 23],
although in recent years the syntax-based approach has provided very
promising results [15].

In statistical MT, the problem can be stated as:

y = argmax Pr(y|x) = arg max Pr(x|y) Pr(y), (1)
y y

wherex is a given input source sentend®;(y) is the language model
probability andPr(x|y) is the translation model probability. The maxi-
mization is carried out over all possible output target sentences according
to the language model. Expression (1) has been also stated in a different
way by considering &g linearmodel [22]. In (1), both statistical models
Pr(y) andPr(x|y) are usually trained on a very large training corpus.

For tasks in which both the training data and the test data are in the
same domain, statistical MT systems that are based on the previously
mentioned approaches are able to provide good translations results if the
two languages share common structure and enough training data is avail-
able . The output sentences provided by the systems allow the user to
understand the source sentence. However, the output sentence usually
contains a lot of errors. If error-free translated sentences are required,
then a human translator should review and correct the errors in a post-
editing process. Interactive-Predictive MT (IPMT) intends to reduce the
human effort that is needed to carry out this correction process.

In IPMT, the system and the user participate in a tight way in order to
obtain the correct translation of an input sentence. First, the system pro-
vides an initial translation of the input sentence. Then, the user amends
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the first detected erroneous word. This action implicitly involves to ac-
cept as correct a given prefix of the output sentence. This loop continues
until the translation that the user has in mind is obtained. Every time
the user provides a correction, the system incorporate the correction in-
troduced by the user to the translation system in order to constrain the
search space and to avoid further errors [18]. Next time that the system
provides a new translation, it takes into account the correct prefix. In this
way expression (1) is modified as follows:

ys = argmaXPr(ys‘X7yP)v (2)
Vs

wherey, andy are, respectively, the prefix and the suffix of the tar-
get sentence, anyl, includes the feedback provided by the user. Note
that ify = y,y., the expression (1) and expression (2) are similar. This
time, the search is carried out over the set of suffixethat completey,,.
Clearly, the feedback informatiay), provided by the user is the opportu-
nity to get bettety;. The search process in the IPMT approach is carried
out over a word graph. This word graph is obtained automatically after
the system proposes the first hypothesis.

Figure lillustrates an example of how the IPMT system interacts with
the human in a editing activity. In each iteration lighe system uses a
validated prefixy,, that it completes with a suffix, to compose the best
hypothesisy of the following iteration. In the following iteration the user
validates implicitly a new prefiy,, by typing an incorrect wordv, and
again the system suggests a suitable continugtidior the following it-
eration. This process is repeated until a complete translation of the source
sentence is reached. In the final translation, the 3 words typed by the user
are underlined. In this example the estimated post-editing effort would
be 13/23 (57%), produced by the errors: insdd” , remove‘juntar 4 el
tablero”, insert“se unira a la junta”, remove“29” , and insert'el 29
de”. The corresponding interactive estimate is 3/23 (13%). This results
in an estimated user effort reduction of 77%.

In the example that we have showed above the user corrects an error
every time by typing a new correct word. If the new composed prefix that
includes the typed word is not in the word graph, then the most probable
path is computed by using an error-correcting algorithm. In [19], other
ways of amending errors were studied. They proposed to use Mouse Ac-
tions (MA) as an additional feedback in order to obtain the correct trans-
lation. These MA could be of two ways: non-explicit positioning MA
and interaction-explicit MA. Imon-explicit positioning MAwhen the
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Fig. 1. Simulated example of IPMT interaction to translate the sentence of the
Penn TreebantPierre Vinken , 61 years old , will join the board as a nonexecu-

tive director Nov. 29
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user positions the cursor in the place where he wants to type a new word,
he is implicitly indicating that the word after the cursor is incorrect. Then,
the search engine can start to look for a new suffix in which the first word
is different from the current word after the cursor.imteraction-explicit

MA, the user asks for a new suffix each time he presses the mouse. Each
new suffix has to start with a word different from initial words that have
appeared in previous rejected suffixes. This is formalized as follows:

Vs = arg max Pr(ys|x, yp, ygl), yf), .. 7yg”))7 3)

VoY, ZySPVie{1.n}

whereygi) is the first word of the-th suffix discarded ang'gl), y£2),
yg") are then suffixes discarded. Note that in some sensenibre
explicit positioning MAapproach is included in thiateraction-explicit
MA approach.

In the following section we present experiments in which we use an
IPMT framework for the translation of the Penn Treebank corpus.

3 EXPERIMENTS

In this section we describe the experiments that we carried out to translate
the Penn Treebank using an IPMT system with the interaction-explicit
MA approach previously described.

3.1 Datasets

The Penn Treebank corpus is an annotated corpus that has approximately
49,000 sentences. From this corpus, we useti1 sentences from sec-

tion 23 for the experiments, since this section is usually used for testing.
These sentences were manually translated to Spanish by human experts
without the help of any MT systeri00 of them were obtained from [17],

and the othe641 were obtained from [24] The source sentences of both
datasets did not overlap each other. B translated sentences from

[17] were reviewed by two native Spanish speakers. @diesentences

from [24] were translated by other human experts different from [17].
We called thel, 141 sentences dataset Small Parallel Penn Treebank set
(SPPT), we called SPPT-R the dataset from [17], and we called SPPT-M

8 This translated corpus is available &ttp://www.dsic.upv.es/
~jandreu/SPTB.tgz
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the dataset from [24]. Note that the SPPT dataset was the union of the
SPPT-R and SPPT-M datasets. We distinguished between SPPT-M and
SPPT-R because they were translated in different places and in different
contexts, and we wanted to check if there were notably differences in
the translation experiments due to these differences. Table 1 presents the
main characteristics of these datasets.

Table 1.Characteristics of the SPPT-R, SPPT-M, and SPPT datasets.

SPPT-R SPPT-M SPPT
Total of English Spanish English Spanish English Spanish
Sentences 500 500 641 641 1,141 1,141
Running Words 12,172 13,175 15,133 16,847 27,305 30,022
Vocabulary 2,613 2,946 3,613 4,120 4,918 5,862

Since there is no in-domain parallel data to train a system for trans-
lating the Penn Treebank, we had to use an out-of-domain parallel text.
We used the second version of tBaroparl bilingual corpus [25]. This
corpus was used for training a phrase-based translation model. For these
experiments we used only the sentences that had less than or eqoal to
words. The main characteristics of this training set can be seen in Ta-
ble 2. All the experiments were carried out with uncapitalized text and
appropriately tokenized.

Table 2. Characteristics oEuroparl corpus.

Total of English Spanish

Sentences 730,740 730,740
Running Words 15,242,854 15,702,800
Vocabulary 64,076 102,821

3.2 Assessment Metrics

For assessment, we used some of the metrics defined and used in [18,
19]. The quality of the interactive translation is given by the Word Stroke
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Ratio (WSR) defined as the number word-strokes that a user would need
to perform in order to obtain the reference translation divided by the total
number of words in the reference sentence. Note that a word-stroke is
considered as a single action. We expect that the number of word strokes
that are necessary to obtain the correct translation decreases in the IPMT
system as the prediction changes their predictions and provides more ac-
curate suffixes. Note that the same metric can be used for a non IPMT,
and in such case it is similar to the usual Word Error Rate (WER) metric.
For this reason we used this metric also for the post-editing experiments.

Another metric that we used was the Word Click Ratio (WCR) de-
fined as the number of mouse actions per word that the user had to per-
form before accepting a new prediction with respect to using exclusively
the keyboard in IPMT system.

The also measured the Effort Reduced (ER) as the relative difference
between two evaluations in WSR.

3.3 Results

For the IPMT experiments, first of all, an English-Spanish phrase-based
MT system was built. This was carried out by means of the public soft-
ware THOT, GIZA++°, and SRILM. THOT and GIZA++ were used for
training the translation modeP¢(x|y) in expression (1)), and SRILM
was used for obtaining a 5-gram language moBe(y ) in expression (1)).
A multi-stack decoder [26] was used to generated the word graphs and
the hypotheses. Note that no process was carried out in order to adjust the
parameter of the log-lineal model, because in such case we should leave
some data for development and the dataset was not very large.
Experiments were carried out with the three datasets previously de-
scribed, that is, the SPPT, SPPT-R, and SPPT-M datasets. In all the ex-
periments we computed the WSR, WCR and ER metrics. Table 3 shows
the obtained results. We compared two scenarios: first scenario corre-
sponds to a classical post-editing scenario (column Post-edit in Table 3).
Second scenario corresponds to an IPMT scenario in which the user car-
ries out just a single MA (column IPMT in Table 3). Column ER shows
an estimation of the percentage of ER achieved by using the IPMT sce-
nario with respect to post-editing scenario. It is important to note that the

4 http://sourceforge.net/projects/thot/

5 http://www-i6.informatik.rwth-aachen.de/Colleagues/
och/software/GIZA++.html

5 http://www-speech.sri.com/projects/srilm/
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percentage of ER increased for the three datasets. Note also that the re-
sults in the post-editing scenario reflect some lexical differences between
SPPT-R and SPPT-M. Values in column Post-edit reflects that the ini-
tial hypothesis provided by the system had a lot of error, but it must be
taken into account that the models were trained on out-of-domain data.
Europarlis a dataset related to speech transcription of the European par-
liament. However, Section 23 of Penn Treebank contains a lot of stock
market jargon and proper nouns, ant therefore a lot of out-of-vocabulary
words.

Table 3. Obtained results (in percentage) with the SPPT, SPPT-R, and SPPT-M
datasets using conventional post-editing against IPMT with a single MA.

Post-edit IPMT
Dataset WER WSR ER
SPPT-R  70.3 61.2 13.1
SPPT-M  74.3 65.5 11.8
SPPT 72.5 63.6 12.3

Itis important to remark that in these experiments we obtained slightly
better results than those reported in [19] for an analogous experiment.
Thus, Figure 4 in [19], reported ER reduction with just one click of about
10% when translating from Spanish to English but starting from 60%,
7% from German to English starting from 70% of WER, and 10% when
translating from French to English starting from 60% of WER. No exper-
iment was reported in [19] from English to Spanish.

Figure 2 shows the WSR, WCR and ER for only the SPPT dataset as
a function of the maximal number of MA allowed per incorrect word by
the user before writing the correct word. We omitted the other datasets be-
cause the results were very similar. Point 0 in the WSR plot corresponds
approximately to the conventional post-editing scenario, and coincides
with row SPPT in column Post-edit of Table 3; point 1 coincides with
IPMT column of the same row.

The difference between point 0 and point 1 in ER plot corresponds
to the percentagé2.3 in Table 3. Note that the WSR decreased notably
with just four MA. This reduction is along the line of the results reported
in [19], or slightly better. WCR plot shows that for the number of aver-
age MA per word kept almost constant as the number of maximum MA
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Fig. 2. WSR (top left), ER (top right) and WCR (bottom left) as a function of the
maximal clicks of MA allowed by the user before write a new word.

allowed increased. Thus, for just 1 MA the quotient between WCR and
max. MA was 0.52 (0.52/1.0), and for 4 MA this value was 0.54 (2.18/4).

A good trade-off is obtained when the maximum number of clicks is
around 2 clicks, because a significant amount of effort is saved with a
low number of extra clicks per word. These results showed that an ad-
equate number of clicks to improve efficiency and reduce post-editing
effort properly is a maximum of 2 or even 3 MA.

4 CONCLUSIONS

In this work we studied the use of IPMT for translating the Penn Tree-

bank corpus. We followed the IPMT approach explored in [19] in which

MA were considered as an input modality. We explored those ideas for a
task in which there is not in-domain training data, and therefore out-of-
domain training data had to be used. We proved that this input modality
was informative enough in order to the obtain large human effort reduc-
tion even in this context. As a final comment, we can conclude that the
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IPMT framework is a realistic approach to obtain high-quality transla-
tions in absence of in-domain training data.

Note that IPMT is stated for an scenario in which an expert translator
collaborates on-line with a MT system in order to provide high quality
translations. The user translates a sentence each time. Therefore, for fu-
ture work we intend to explore learning techniques that make easier the
use of the IPMT framework in order to deal with the translation of the
Penn Treebank corpus. Thus, some techniques that we consider for fu-
ture include Active Learning techniques [27, 28] that would allow us to
select the sentences to be translated each time, and Online Learning tech-
nigues [11, 29] that would allow the models to be learned each time a
sentence was translated.
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